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Abstract
The Rydberg-like series of image-potential states is a prototype system for
loosely bound electrons at a metal surface. The electronic structure and the
femtosecond dynamics of these states is studied by high-resolution energy- and
time-resolved two-photon photoemission spectroscopy. The electron trapped
in the image potential moves virtually freely laterally to the surface where it
is subject to inelastic and quasielastic scattering processes which cause decay
of population and phase relaxation. The influence of surface corrugation on
these processes has been investigated for adsorbates on Cu(001) and stepped
Cu(117) and Cu(119) surfaces which are vicinal to Cu(001). The dynamics
depend on both the distance of the electron in front of the surface and the
parallel momentum. For CO molecules on Cu(001) inelastic scattering into bulk
states and adsorbate-induced resonances determine the decay rate. For small
numbers of Cu adatoms on Cu(001) and the vicinal surfaces the decay rate of
image-potential states is significantly modified by interband and subsequent
intraband scattering. On the vicinal surfaces the origin of the interband-
scattering process is clarified as quasielastic scattering caused by disorder of the
lateral superlattice. It occurs for electrons with group velocity perpendicular
to the step edge and, moreover, exhibits a sizeable asymmetry. Electrons are
mainly scattered into states with momentum in the upstairs direction. This
asymmetry in quasielastic scattering explains the direction dependence of the
lifetime of the first image-potential states on stepped Cu(119).
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1. Introduction

Photoexcited electrons are of vital importance for a variety of processes at surfaces and
interfaces [1]. Two-photon photoemission (2PPE) spectroscopy permits us to study the
dynamics of excited electrons directly in the time domain [2, 3]. Besides understanding
fundamental aspects [3–7] the driving power for this rather new research field is the impact of
excited, hot electrons in chemical reactions [8] as well as the importance of electron transport
through interfaces and surface recombination in semiconductor devices [2].

A number of review articles considering this topic have been published in recent
years [2, 3, 9–11]. Semiconductor surfaces were among the first studied with time-resolved
photoemission spectroscopy [2]. For low electron densities the dynamics at the surface is, as
in the bulk, governed by electron–phonon scattering. Typical timescales are thus picoseconds.
In addition dynamics is strongly influenced by surface defects giving rise to deep impurity
levels [2, 12]. Hot-electron dynamics in noble metals is driven by inelastic electron–electron
scattering [3, 13–15]. Decay and decoherence of excited bulk states happens in a few
femtoseconds [3, 15]. Studies of magnetic surfaces of d metals allow us to elucidate spin-
dependent dynamics [13, 16]. Hot electrons finally cause desorption of adsorbates [17–20]
and if created by ultrashort laser pulses lead to new pathways in photochemical reactions [8].

Electron dynamics at surfaces encloses electron scattering in surface states [4, 11, 21–23].
Since in the majority of cases the latter are weakly coupled to the bulk continuum, decay
and dephasing are slowed down [9, 10, 24]. This allows us to access fundamental aspects of
inelastic and quasielastic electron scattering at surfaces [6, 7, 10, 25, 26]. Furthermore, for
two-dimensional states photoemission is conceptually simple.

In the present article I will discuss a particular class of unoccupied surface states, so-
called image-potential states. They can be viewed as loosely bound electrons in front of a
metal surface [21, 27, 28]. Somewhat more precisely, an electron is trapped at a distance of
a few ångstroms away from the surface by the image charge induced in the substrate, but can
move virtually freely parallel to the surface. At first glance image-potential states just seem to
be a curiosity [29]. However, their two-dimensional character allows us to study the dynamics
of nearly free electrons as a function of parallel momentum and, even more promising, on a
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shapeable template, i.e. the surface. Adsorbate layers and in particular noble gases are proven to
change the coupling of image-potential states to bulk bands significantly and thereby influence
electron dynamics [5, 7, 30–33]. In this work I concentrate on lateral modifications of the
surface potential, such as small coverages of adatoms and molecules or regular arrangements
of steps and adatoms. For the cases presented, there is no need to describe the electrons as
being laterally localized. This implies that the electron in front of the surface averages over a
sufficiently large surface area and inhomogeneous broadening is small. Electron dynamics is
thus well described within the framework of optical Bloch equations [34]. Within this model
time- and energy-resolved spectroscopy allows us to extract both inelastic and quasielastic
scattering rates and thus to fully access electron dynamics.

The paper is organized as follows. Section 3 summarizes the main features of image-
potential states on clean Cu(001) and Cu(111) surfaces. Following surfaces with negligible
corrugation, the modifications due to a superlattice are discussed for Cu(117) and Cu(119)
surfaces, which are vicinal to Cu(001) (section 4). For these surfaces angle-resolved
measurements allow us to investigate the dynamics of electrons moving either upstairs or
downstairs [35]. This reveals an asymmetry in quasielastic and inelastic scattering and enables
us to clarify the nature of the interband-scattering process observed for clean Cu(001) [36]
and to motivate the momentum dependence of lifetimes on Cu(119) [35]. While steps on
vicinal surfaces are still rather regular, adsorption of a few Cu atoms or CO molecules on
Cu(001) is used to create uncorrelated scattering centres. With increasing adsorbate coverage
surface order is regained and the correlation between order and electron scattering is revealed
(section 5) [7]. In the final section 6 dephasing and decay rates are compared for all systems
studied. The concluding remarks highlight the main results and attempt an outlook on what can
be done in the future. First, I will review the basics of femtosecond photoelectron spectroscopy
and discuss the observables in 2PPE.

2. Energy- and time-resolved two-photon photoemission

A schematic energy diagram of the 2PPE process is shown in figure 1(a). A first laser pulse
3hν excites an electron from an initial state |i〉 below the Fermi level EF into an unoccupied
intermediate state |n〉. A second pulse hν lifts the electron to the final state | f 〉 above
the vacuum level Evac. Throughout this review hν corresponds to infrared pulses from a
Ti:sapphire oscillator and the ultraviolet pulse 3hν is obtained by frequency tripling a fraction of
the infrared light (see section 2.4). Unless stated otherwise the photon energy referred to is the
fundamental. Figure 1(a) illustrates two modes of data acquisition and corresponding spectra.

(i) Energy-resolved 2PPE spectra are recorded at a particular delay between pump and probe
pulses.

(ii) Electrons are registered for fixed kinetic energy as a function of time delay between pump
and probe pulses.

This mode is also called time-resolved 2PPE. The information on dynamics of the electron in
the intermediate state which can be extracted from either mode is discussed in the following
sections. Beforehand, I illustrate a few spectroscopic basics of 2PPE (see also [21, 22, 28]).

2.1. Spectroscopy

2PPE is a second-order process, i.e. the signal follows the product of pump- and probe-pulse
intensities. Direct photoemission would totally mask the 2PPE spectrum and has to be avoided.
This prerequisite narrows the energy range of accessible unoccupied states between EF and



R1102 Topical Review

Evac

Ef

Ei

En

0 Td
 

E
ne

rg
y

Pump-probe delay

(a)

(b)

K
in

. e
ne

rg
y

Emission rate

(i)

|f>

|i>

|n>
|n’>

|f’>

h̄ ωa

h̄ ωb

∆a

∆b

Evac

Ef

Ei   

En

EF

0 Td
 

E
ne

rg
y

Pump-probe delay

EF+4hν

K
in

. e
ne

rg
y

Emission rate

|f>

|i>

|n>

3hν

hν

(i)

(ii)

Pump-probe delay

E
m

is
si

on
 r

at
e

Figure 1. (a) Schematic representation of bichromatic 2PPE. The electron is excited from the
occupied initial state |i〉 to the intermediate state |n〉 and final state | f 〉 by the pump (3hν) and
probe (hν) laser pulses. (i) Electrons are detected as a function of kinetic energy for fixed delay
Td between pump and probe pulses or (ii) for a fixed kinetic energy as a function of the time delay
between pump and probe pulses. (b) General model for calculating 2PPE spectra including finite
detunings �a and �b in the excitation and ionization steps.

Evac. For a continuum of initial states the choice of the photon energy is usually straightforward,
because there is always an initial state |i〉 below EF to excite electrons to the intermediate state
|n〉 and to the final state continuum | f 〉. In all measurements presented photon energies of
the laser pulses do not significantly exceed the sample work function � in order to suppress
direct photoemission. However, the accessible momentum space (equation (1)) is limited
by the rather small kinetic energies of the photoemitted electrons (Ekin � 3hν ≈ 4.65 eV).
Bichromatic 2PPE, i.e. using pulses with different photon energies, further restricts this energy
range but allows us to discriminate between pump and probe processes. This is illustrated in
figure 2(a) for Pd(111) [37]. The two transitions observed in the energy-resolved spectrum
involve the Shockley surface state (n = 0) close to the bottom of the bandgap and the n = 1
image-potential state close to Evac [38]. Both surface states are pumped from bulk states below
EF (dark-shaded area). While the image-potential state is excited by ultraviolet and probed
by infrared light the reverse order is true for the Shockley surface state.

In the experiment, kinetic energies are measured with respect to the vacuum level of
the analyser. The latter is linked to the Fermi level common to sample and analyser via the
fixed analyser work function �A. With appropriate bias voltage U the work function of the
sample � > �A − eU is then obtained from the low-energy cut-off which is the zero of the
kinetic-energy scale with respect to the sample.

The spectra in figure 2 have been recorded for normal emission. As is well known, the
component of �k parallel to the surface

k‖ = √
2m Ekin/h̄ sin ϑ = 0.511

√
Ekin (eV) sin ϑ (Å−1) (1)
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Figure 2. (a) Energy-resolved 2PPE spectrum for Pd(111) at hν = 1.63 eV. Intensity is plotted as a
function of kinetic energy with respect to the Pd(111) sample [37]. Right panel: excitation scheme
for Pd(111). The Shockley surface state (n = 0) is populated by a photon of energy hν. The
image-potential state (n = 1) is excited by a photon with energy 3hν. In the second step photon
energies are interchanged. Surface-projected bulk bands along the surface normal are indicated
by shaded areas. (b) Time-resolved measurements reveal the order of pump and probe processes
and allow us to assign the observed transitions involving the Shockley surface state and the image-
potential state. The solid dots show the cross-correlation of pump and probe pulses determined for
the occupied Shockley surface state on Cu(111) at hν = 1.63 eV [37].

is conserved in photoemission. Since surface states are two dimensional by nature the
intermediate state is completely determined by the kinetic energy Ekin , the emission angle
ϑ (measured with respect to the surface normal) and the excitation sequence. For Pd(111) we
thus probed the centre of the surface Brillouin zone (SBZ), i.e. k‖ = 0.

The above example illustrates that if surface states or surface resonances contribute to
the 2PPE signal either as initial or intermediate states, the respective transitions in general
dominate the 2PPE spectrum at the low photon energies used. This holds for most metals [21]
and is in particular true for the 2PPE spectrum of Pd(111) in figure 2(a), which is evidently
dominated by surface states. The flat and weak intensity-tail at kinetic energies below 0.5 eV
is attributed to 2PPE involving bulk states above EF . These unoccupied states are indicated by
the lightly shaded areas in the left panel. In addition to 2PPE, intensity at low kinetic energies
originates from one-photon photoemission of thermally excited electrons above EF [21]. For
the present example this contribution is, however, minor since the work function of Pd(111)
(� = 5.50 eV) is significantly larger than the chosen photon energy (3hν = 4.89 eV).

For Pd(111) the measurement was performed for overlapping pump and probe pulses. To
illustrate how energy-resolved spectra depend on pump–probe delay typical room-temperature
measurements for Cu(001) are shown in figure 3. The spectra exhibit three distinct peaks
corresponding to emission from the n = 1, 2 and 3 image-potential states. These unoccupied
states are energetically close to the vacuum level and therefore populated by the ultraviolet
pulse and ionized by infrared light, i.e. the scheme shown in figure 1(a). As the time-delay
increases, the intensity of the n = 1 state decays first. When the probe pulse is delayed
by about 160 fs relative to the pump pulse, the intensity of the n = 2 state dominates the
spectrum, showing that the latter state lives longer than the n = 1 state. At even larger delay
only the signal of the n = 3 state and its shoulder arising from n � 4 states persists [39].
This observation qualitatively agrees with the theoretical prediction that the lifetime of image-
potential states increases as n3 [27]. Much more surprising is the fact that not only the intensity
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Figure 3. Energy-resolved 2PPE spectra for Cu(001) at 300 K for different delays between pump
and probe pulses. The numbers on the right indicate the multiplication factors of the intensity data
(see also [39]).

but also the linewidth depends on pump–probe delay. It is largest for negative delay, i.e. for
a situation where the probe pulse arrives before the pump pulse and the 2PPE intensity can
only arise due to the overlapping tails of both pulses. With increasing delay the linewidth
decreases monotonically as most evident for the n = 1 image-potential state (grey-shaded
area). Unfortunately, there is no simple explanation for this effect and I have to postpone a
detailed analysis to section 2.3.2 until we have developed a rigorous description of the 2PPE
process. Here we just note that there is no simple relation between linewidth and lifetime of
the excited, intermediate state.

As already mentioned to determine the lifetime we have to perform time-resolved 2PPE.
An example of such a measurement is shown in figure 2(b) for Pd(111). Here the analyser
is tuned to the energy of the peak maxima in figure 2(a) and the relative pump–probe delay
is scanned while recording the count rate of the photoelectrons. The curve shown by the
solid dots is the cross-correlation trace of pump and probe pulses (see section 2.3.1). The
maximum defines the optimum overlap between the laser pulses and thus delay zero. In the
semi-logarithmic presentation of figure 2(b) the curve for the image-potential state (n = 1)
shows a linear decay for positive delays which corresponds to hν light arriving after the 3hν

light at the sample. At negative delay the signal just follows the cross-correlation trace. In
other words the image-potential state is pumped by ultraviolet and probed by infrared light.
The reverse excitation order is true for the Shockley surface state. Thus the time-resolved
measurements confirm the peak assignment given above. Alternatively, for surface states the
pump–probe sequence can be determined by the photon-energy dependence of the kinetic
energy [21, 38].

So far I have illustrated how a 2PPE experiment combines the state selectivity of
conventional photoemission with the time resolution of pump–probe laser experiments. Lasers
provide, however, not only short intense but also coherent light pulses. This implies that
depending on the excitation scheme initial-, intermediate-and/or final-state wavefunctions
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couple, e.g., to a state

|�〉 =
∑

k∈{i,n, f }
ck(t)|k〉, ck(t) = |ck(t)|eiϕk (t)eiωk t . (2)

The temporal evolution of the excited state |�〉 will thus not only involve population decay
(∝|ck |2) but also quantum phase relaxation, i.e. modifications of the initially well defined phase
relation exp(iϕk − iϕl) between states |k〉 and |l〉 [3, 6, 40]. Inelastic scattering processes cause
population decay. In contrast, all scattering processes which leave the population unchanged
but alter the phase relation induced by the laser field are denoted quasielastic. Obviously,
inelastic processes always cause phase relaxation. In practice, the division into inelastic and
quasielastic scattering is somewhat arbitrary, since it depends on the energy and momentum
resolution of the experiment. A more precise definition is given below. In the following
sections we will see how inelastic and quasielastic scattering contributions can be separated by
time- and energy-resolved 2PPE. I first recapitulate the density matrix formalism [34] which
allows us to intuitively incorporate the concept of decay and dephasing [41, 42]. This leads
to analytic expressions for the observables in time- and energy-resolved 2PPE [43]. The
application to image-potential states is illustrated in section 3.

2.2. Modelling two-photon photoemission

The 2PPE process may be described by a fourth-order perturbation expansion in the electric
fields [44]. I follow here the more common approach which models 2PPE in the framework
of optical Bloch equations by numerical calculations [43, 45–47]. Figure 1(b) shows again the
three-level system but now for the general excitation scheme, i.e. with finite detunings

�a = h̄ωa − (En − Ei )

�b = h̄ωb − (E f − En).
(3)

For �a �= 0 the excitation is called off resonant. The energy-resolved spectrum
contains two peaks (| f ′〉 and | f 〉 in figure 1(b)) denoted as either initial-or intermediate-
state peaks according to their origin. Note that the transition from |n′〉 to | f 〉 exhibits the
detuning �b = �a and results thus in an off-resonant contribution of the initial state |i〉.
Initial, intermediate and final states are coupled via the laser field of pump and probe pulses
�E(t) = Re(�εaEa(t − Td)eiωa(t−Td ) + �εbEb(t)eiωb t). The laser field is described by the envelopes
Ea(t) and Eb(t) and the carrier frequencies ωa and ωb. �E(t) is assumed to be weak. Hence, the
population of state | f 〉 can be interpreted as the measured 2PPE signal. The energy-resolved
spectrum is obtained by tuning the energy E f and the time-resolved mode is modelled by
changing the delay Td , respectively. The dynamics of the three-level system is described in
the Liouville–von Neumann formalism [34] by

ρ̇kl = 1

ih̄
[Ĥ0 + V̂ , ρ̂]kl − 
klρkl (4)

with the density operator ρ̂, the Hamiltonian for the unperturbed three-level system Ĥ0 with
eigenstates |i〉, |n〉, | f 〉 and with V̂ describing the interaction with the electric field. I assume
bichromatic 2PPE where the pump pulse mediates only transitions between |i〉 and |n〉 and the
probe pulse between |n〉 and | f 〉 and introduce the notation pa(t) := �εaEa(t − Td)〈i | �D|n〉 and
pb(t) := �εbEb(t)〈n| �D| f 〉. �D is the dipole operator and V̂ = |i〉pa〈n| + |n〉pb〈 f | + h.c.

Within the above formalism the decay rate (
k) as well as the dephasing rate (
∗
k ) of state

|k〉 are phenomenologically introduced by the damping matrix 
̂ [41, 42]


̂ =



0 
n
2 + 
∗

n + 
∗
i 
∗

i + 
∗
f


n
2 + 
∗

n + 
∗
i 
n


n
2 + 
∗

n + 
∗
f


∗
i + 
∗

f

n
2 + 
∗

n + 
∗
f 0


 . (5)
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This choice restricts decay and dephasing to be exponential. The intermediate state has a
finite lifetime τn = h̄/
n , while those of initial and final states are assumed to be infinite
(
i , 
 f = 0). After application of the rotating wave approximation [34] we obtain the optical
Bloch equations

ρ̇ii = +Im(p∗
aρ

(1)
in )

ρ̇nn = −Im(p∗
aρ

(1)
in ) + Im(p∗

bρ
(2)
n f ) − 
nnρnn

ρ̇ f f = −Im(p∗
bρ

(2)
n f )

ρ̇
(1)
in = −i�aρ

(1)
in − i

2
p∗

bρ
(3)
i f +

i

2
pa(ρnn − ρii ) − 
inρ

(1)
in

ρ̇
(2)

n f = −i�bρ
(2)

n f +
i

2
p∗

aρ
(3)

i f +
i

2
pb(ρ f f − ρnn) − 
n f ρ

(2)

n f

ρ̇
(3)
i f = −i(�a + �b)ρ

(3)
i f +

i

2
paρ

(2)
n f − i

2
pbρ

(1)
in − 
i f ρ

(3)
i f ,

(6)

wherein h̄ = 1 and ρ
(1)

in := e−iωa tρin, ρ
(2)

n f := e−iωbtρn f , ρ
(3)

i f := e−i(ωa +ωb)tρi f . By this
transformation the detunings �a and �b contain all energy dependence. The diagonal elements
of the density operator are real and represent the occupation probability ρkk ∝ |ck |2 of state |k〉.
The complex off-diagonal elements ρkl = ρlk

∗ contain the phase information ∝ exp(iϕk − iϕl)

and describe the field-induced coupling of |k〉 and |l〉. When the pump pulse is over (Ea = 0)
and the probe pulse intensity is negligible (Eb ≈ 0) population ρnn and coupling ρn f decay
freely ρnn ∝ exp(−i
nt) and ρn f ∝ exp(−i(
n/2 + 
∗

n + 
∗
f )t). As mentioned inelastic decay

always causes dephasing and 
n enters both expressions. For distinction 
∗
kl = 
∗

k + 
∗
l is

sometimes denoted as the pure dephasing rate.
The set of differential equations (6) allows us to simulate time- and energy-resolved 2PPE

spectra by numerical calculation of ρ f f (Td,�b) (see section 3.2.2). Analytic solutions for the
steady state (Ea,b = constant) have been discussed by Chebotayev [48] and later on refined for
the case of 2PPE by Wolf et al [45]. This approach is, however, not applicable for 2PPE with
femtosecond laser pulses since pulse duration and typical lifetime of the intermediate state are
comparable. Here I focus on the limit of separated Gaussian pump and probe pulses where
analytic expressions have been derived. An extended analysis is given in [43].

2.3. Population decay and phase relaxation

An ultrashort laser pulse with a bandwidth of 50 meV suitable for photoelectron spectroscopy
exhibits a duration of ≈40 fs. For a compilation of the time–bandwidth products �t�ω for
common pulse shapes see table 1. As mentioned the lifetime of unoccupied surface states
ranges from a few femtoseconds up to several hundred picoseconds. This suggests that in
most cases the lifetime and linewidth of surface states can be determined when the pump
process is over.

2.3.1. Lifetime measurements Consider again the time-resolved spectra in figure 2(b). Data
are depicted on a semi-logarithmic scale after background subtraction. The cross-correlation
trace (solid dots) has a full width at half maximum (FWHM) of 58 fs and defines the time
span where pump and probe pulses overlap, i.e. Ea(t − Td)Eb(t) �= 0. For sufficient delay
the pump process no longer influences the population of the intermediate state and the signal
decays exponentially. The lifetime is extracted from the linear slope in the semi-logarithmic
plot [39] and exact knowledge of delay zero is dispensable. This way we obtain τ0 = 13±3 fs
and τ1 = 25 ± 5 fs for the Shockley surface state (n = 0) and the n = 1 image-potential state
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Table 1. Pulse shapes p(t) of laser pulses. When the pulse duration Tp (FWHM) is given in
femtoseconds the bandwidth (FWHM) is obtained in units of meV by 658�ωb . The linewidth 


of the intermediate-state peak in 2PPE is calculated for separated pump and probe pulses and in
the limit of large probe-pulse duration. Hyperbolic secant (sech) and exponential pulses have the
same asymptotic behaviour.

Pulse shape Function p(t)/p0 Duration Tp B Bandwidth �ωb Linewidth

Gauss e−(Bt)2 √
2 ln 2 2.773/Tp 2
∗

n + 2
∗
f

Sech 2/(eBt + e−Bt ) 2 ln(
√

2 + 1) 1.979/Tp 
n + 2
∗
n + 2
∗

f

Exponential e−B|t| ln 2 0.892/Tp 
n + 2
∗
n + 2
∗

f

Cosine cos2(Bt), |Bt| < π/2 2 arccos 4
√

1/2 3.299/Tp ∼0.6
n + 1.5(
∗
n + 
∗

f )

on Pd(111). The values are in excellent agreement with theoretical calculations [37]. Note
that beside short pulses an essential ingredient to evaluate the decay rate from the exponential
tail of the signal is the high sensitivity required to obtain data with a dynamic range of at least
three orders of magnitude [39].

As seen by the Shockley surface state for lifetimes of about 10 fs the above evaluation is
at the limit. For even broader cross-correlation, lower count rates or shorter lifetimes one is
drawn back to determine the decay rate by equations (6). As input parameter we need pump-
and probe-pulse durations. It turns out that the evaluation depends critically on the accurate
knowledge of the zero on the timescale rather than the exact pulse shapes. The latter can,
e.g., be assumed to be Gaussian. Delay zero is fixed by the maximum of the cross-correlation
trace, which therefore has to be determined at the sample position. This is usually done by off-
resonant excitation of either initial or intermediate surface states. From equations (6) it follows
that large detuning � leads to strong oscillations of the off-diagonal elements ρ̇kl ∝ −i�ρkl .
Thus the population ρnn follows the envelope of the excitation pulse ( pa ∝ Ea(t)) and the 2PPE
signal ρ f ′ f ′ yields the cross-correlation ∝ ∫

dt Ea(t − Td)Eb(t) [42]. For the measurements on
Pd(111) depicted in figure 2(b) the response of the occupied Shockley surface state on Cu(111)
was used as reference. Since this approach is common practice I have to add some words of
caution. As on the Pd(111) surface, we find on Cu(111) an unoccupied image-potential state
which serves as intermediate state |n〉 with finite lifetime and dephasing rate [3, 25, 39]. For
excitation at hν = 1.63 eV, the photon energy where data on Pd(111) have been recorded, the
detuning corresponds to �a = 400 meV and delay zero is well defined by the maximum of
the cross-correlation curve. Already at a detuning of 180 meV (hν = 1.55 eV) off-resonant
contributions |n〉 → | f ′〉 increase significantly and the maximum of the initial-state peak in
the time-resolved measurement is shifted to finite delay time Td = 3.7 fs, i.e., no longer reflects
delay zero. Cross-correlation traces are routinely recorded before and after each time-resolved
spectrum and allow us to check for eventual drifts. With time zero at hand, evaluation of the
time-resolved Pd(111) spectra by equations (6) yields lifetimes of 11.5 ± 3 fs for the Shockley
state and 22 ± 5 fs for the image-potential state in good agreement with the direct evaluation
from the exponential tail (see figure 4).

Wolf and co-workers pointed out that for short lifetimes and sufficiently short pulses
(FWHM of cross-correlation �100 fs) already the shift between the maximum of the cross-
correlation trace and the maximum of the signal of the probed intermediate state corresponds
within typical error bars (∼±3 fs) to the lifetime [49]. To give a limit, this is certainly correct
for lifetimes below 25 fs whenever large dephasing in the pump process 
∗

12 � 100 meV
occurs. This is in general fulfilled when bulk states serve as initial states. A typical timescale
for dephasing of bulk states is �5 fs [3, 50–55]. For rapid dephasing (large 
∗) we reach the
limit of rate equations where the population increase follows the pulse envelope. Hence the
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Figure 4. Time-resolved measurements of figure 2(b) (solid circles). Lines correspond to fits
solving equations (6). The shift of the peak maxima with respect to the maximum of the cross-
correlation is a good approximation for the lifetime. Data recorded after 30 min at a sample
temperature of 330 K (open circles) show the sensitivity of the Shockley surface state to surface
contamination by H2 adsorption from the residual gas (base pressure 2 × 10−11 mbar).

maximum is fairly well described by the convolution of the pump pulse and an exponential
(∝e−
t ). As this is also the case for Pd(111), the shifts indicated in figure 4 yield the correct
lifetimes within ±2 fs.

Whatever method is used to evaluate the lifetime of a surface state already early
photoemission work demonstrated that decay rates, extracted via τ = h̄/
 from linewidth
analysis, depend sensitively on surface order [56]. From the shift between spectra in figure 4
bottom (open and solid circles) we see that the lifetime of the Shockley surface state on Pd(111)
decreases by about a factor of two upon hydrogen adsorption. This is the reason why data
presented in figure 2 have been measured at 420 K, where H2 adsorption is avoided. It is well
known that Cu surfaces are by far less sensitive to adsorption of rest gas and therefore suitable
as a reference. However, surface defects, such as (frizzy) steps or adatoms, will be always
present and will modify decay rates. In this sense measurements of the lifetime probe surface
quality and thereby surface preparation and, not surprisingly, the error range of lifetimes is
usually larger than expected from spectroscopic restraints.

2.3.2. Linewidth analysis. In conventional photoemission it is common practice to extract
the photo-hole lifetime τ by linewidth analysis assuming a Lorentzian lineshape with an
FWHM of 
 = h̄/τ . To extract this inelastic decay rate requires all other contributions
to the linewidth to be known or negligible. This includes in particular quasielastic scattering
processes, such as electron–phonon or defect scattering, and has been done by extrapolation to
zero temperature [57] or zero defect density [58–60]. As discussed above in 2PPE the decay
rate 
n of the unoccupied intermediate state is accessible by time-resolved measurements. As
long as inhomogeneous broadening can be neglected, the linewidth analysis should thus allow
us to determine the dephasing rates 
∗

k . Since we are primarily interested in the dynamics of
the intermediate state, i.e. the values of 
n and 
∗

n , we ignore the pump process (Ea = 0 = pa)
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and assume that the population of the intermediate state decays with some effective decay rate
ρnn = ρ0

nne−
′t . The probe pulse Eb is centred at t = 0 and the population of the intermediate
state pumped at time t = −Td decreased according to ρ0

nn ∝ e−
′Td .
If we, furthermore, assume a weak probe pulse Im(p∗

bρ
(2)
n f ) � 
′ρnn , the population of

the intermediate state is not significantly influenced, i.e. ρ f f � ρnn . This reduces the set of
equations (6) to

ρ̇
(2)
n f + (i�b + 
n f )ρ

(2)
n f = − i

2
pbρ

0
nne−
′t

ρ̇ f f = −Im(p∗
bρ

(2)

n f )

(7)

and reads in integral form

ρ
(2)

n f (t) = − i

2

∫ ∞

−∞
dt ′ e−(i�b+
n f )(t−t ′)
(t − t ′)pb(t

′)ρ0
nne−
′t ′

(8)

ρ f f (t) = −Im

{∫ t

−∞
dt ′ p∗

b(t
′)ρ(2)

n f (t ′)
}
. (9)

The 2PPE intensity I := ρ f f (t → ∞) is given by the double integral in equation (9). Noticing
that the integral

∫
dt ′ e(i�b+
n f )t ′

. . . contains the Fourier transformation F with respect to the
detuning �b, one obtains after some algebra [43]

I = ρ0
nn

2
Re{F(e−(
∗

n +
∗
f +
n/2−
′/2)τ
(τ))∗|F(pb(τ )e− 1

2 
′τ )|2}. (10)

The intensity I depends on Td via ρ0
nn ∝ e−
′Td . Since the pump process was assumed to be

over, information on dephasing of the initial state is not contained in the linewidth at large
delay Td . Obviously, for separated pump and probe pulses it is of no importance whether
the intermediate state is resonantly populated (�a = 0) or not. The linewidth at large delay
contains two contributions.

(i) The first term in equation (10) describes a Lorentzian peak with the width 2
∗
n + 2
∗

f +

n − 
′. Let us assume that the effective decay rate of the intermediate state is mainly
determined by the intrinsic inverse lifetime, i.e. 
n ≈ 
′. Since the final state is an
evanescent state we can furthermore neglect dephasing 
∗

f ≈ 0. The width of the
Lorentzian is thus only defined by the dephasing rate of the intermediate state 
∗

n .
(ii) This Lorentzian is convoluted (∗) with a function determined both by the electric field

envelope of the probe pulse pb and the decay rate of the intermediate state 
′. Through
the latter coupling, the probe-pulse envelope ( pb(t) ∝ Eb(t)) influences the measured
linewidth [43]. To illustrate this consider a Gaussian-shaped pulse. Since the product of
an Gaussian and an exponential is just a shifted Gaussian, the Fourier transfom F does not
depend on the decay rate 
′ of the intermediate state, but only on the bandwidth �ωb of
the probe laser pulse. In consequence for a Gaussian-shaped probe pulse the Lorentzian
contribution to the intermediate-state peak (FWHM) at large pump–probe delay is nothing
but the dephasing rate 2(
∗

n + 
∗
f ) ≈ 2
∗

n .

Results for commonly assumed probe-pulse shapes are summarized in table 1. For
hyperbolic secant pulses (sech in table 1) the linewidth depends on the pulse duration in a very
intricate way [43]. Here only the result for large probe-pulse duration is given. Obviously,
it is mandatory to characterize the probe pulse in order to extract the dephasing rate from a
linewidth measurement even for separated pump and probe pulses.

Probably, for the reader used to conventional photoemission spectroscopy and 
n = h̄/τn

the dependenceof the linewidth on the exact shape of the probe pulse, i.e. the tails, is surprising.
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The subtle difference between the two photoemission techniques is that in conventional
photoemission the initial state population is constant and the photo-hole decay starts with
the excitation process, while in the 2PPE experiment an increasing or decreasing electron
population is probed at time delay Td .

2.3.3. Time-resolved coherent spectroscopy In principle time-resolved coherent
spectroscopy contains more information since it probes the phase relation between the
wavefunctions of the states coupled by the laser field. Compared to pure optical techniques
2PPE is state selective but the applicability of coherent spectroscopy techniques is unfortunately
limited [3, 6, 7, 61]. There are two 2PPE techniques to measure the pure dephasing rates with
rather high precision directly in the time domain.

(i) A two-pulse interferometric photoemission experiment is much like a typical
autocorrelation measurement. Two pulses with identical polarization and frequency ω

are collinearly overlapped on the sample and the photoelectrons are recorded as a function
of pump–probe delay. Dephasing shows up in the ω and 2ω components of the correlation
trace [3]. While the ω signal contains as well the information on the decay rate of the
intermediate state as the coupling to the intermediate state 
∗

in and 
∗
n f the 2ω component

yields 
∗
i f [3]. The technique has been mainly applied to determine dephasing and

decay rates of hot electrons and their implications on photochemical reactions [19]. For
sufficient statistics in 2PPE such interferometric measurements require in general extreme
stability of the whole experimental setup and rather short pulses [3]. Experiments have
been so far realized on metal surfaces with visible light pulses (2hν ∼ 3.1 eV) only.
This photon energy restricts accessible initial and intermediate states on clean surfaces.
To overcome the problem, the sample work function is often lowered by adsorption of
alkalis [3, 13]. As already pointed out and discussed in detail in section 5.2, even small
amounts of defects (adsorbates) can alter the dynamics of surface states tremendously.
Thus while interferometric measurements are extremely powerful to determine dephasing
rates directly in the time domain, the general applicability is restricted. For a critical
review see also [62].

(ii) Quasielastic scattering rates can also be extracted by quantum beat spectroscopy. This
method is only applicable for a few favourable systems to which, fortunately, the Rydberg-
like series of image-potential states on metal surfaces belongs [6]. As described in
section 3.1 the energy spacing of higher image-potential states is below the bandwidth of
the exciting laser pulse. The coherent excitation of these energetically close but separated
levels by the pump pulse leads to quantum interference between the excited states. In
other words a wavepacket is formed by the superposition of several states with initially
fixed phase relation [6]. This results in a quantum beat pattern (see figure 5) [6].

The process can be described by equation (4) introducing additional intermediate states [6].
A somewhat more intuitive approach is given in [7]. Consider again equation (2) for two
intermediate states, e.g., n and n + 1. For sufficient delay the signal is described by the
superposition

|cn(t)|2 + |cn+1(t)|2 + 2|cn(t)||cn+1(t)| cos((ωn − ωn+1)t). (11)

The parameters |cn|2 and |cn+1|2 describe the intensities of states |n〉 and |n + 1〉 in the time-
resolved 2PPE measurement. For two coherently excited states we observe oscillations on top
of the time-resolved signal with a period T = 2π/(ωn − ωn+1) = h/(En − En+1) [6, 7].

In the absence of events which lead to pure dephasing (nearly realized for the clean Cu(001)
surface), the well defined initial phase relation is retained and the damping of the interference



Topical Review R1111

Figure 5. Time-resolved measurements for CO on Cu(001) (see also figure 2 in [7]). Coherent
excitation of n = 3 and 4 image-potential states leads to quantum beats superimposed on the decay
of the n = 3 population. The inset compares population decay and decay rate of the oscillations
(2h̄/Tosc). The dashed curve indicates the expected trend in the absence of pure dephasing.

pattern solely follows population decay. Quasielastic scattering events leave the electron in its
excited state but destroy phase coherence. Consequently, the quantum interference is damped
faster than the overall intensity [7, 63]. Thus quantum beat spectroscopy provides a direct
means to study quasielastic and inelastic scattering processes of electrons at metal surfaces.
This is illustrated in figure 5 where spectra for the Cu(001) sample with and without small
amounts of CO are depicted. For the measurements the analyser was tuned to the energetic
position of the n = 3 image-potential state and the signal recorded as a function of pump–
probe time delay [7]. For the clean surface the coherent excitation of the n = 3 and 4 image-
potential states leads to oscillations with a period of 117 fs superimposed on an exponential
decay representing mainly the lifetime τ3 of the n = 3 image-potential state [7]. Decay and
dephasing rates have been evaluated as described in [7]. For the clean surface we find similar
decay and dephasing times (τ = 330 fs and Tosc = 280 fs). The situation changes, however,
dramatically with CO adsorption. Even a small coverage of CO molecules (4% of a monolayer)
is sufficient to effectively destroy the initial phase coherence, while the overall signal decays
with a nearly unchanged time constant of τ = 300 fs [7]. Oscillations are now only visible up
to 200 fs and the dephasing time Tosc is reduced to a value of 60 fs. This trend is retained by
doubling the CO coverage. In the inset of figure 5 decay rate h̄/τ and dephasing rate 2h̄/Tosc are
compared. In the absence of pure dephasing contributions (
∗

34 = 
∗
3 +
∗

4 = 0) the data points
would coincide with the dashed curve. The almost negligible slope of the straight line through
data points demonstrates in contrast that the population decay rate changes only slightly, while
the dephasing rate and thus the pure dephasing rate 
∗

34 increase significantly [10].

2.3.4. Observables in two-photon photoemission. The observables in 2PPE and their relation
to decay and dephasing are schematically summarized in figure 6. Inelastic scattering leads to
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Figure 6. Schematics of the observables in 2PPE and their relation to decay and dephasing
processes.

decay of the intermediate-state population with a rate h̄/τn . In contrast quasielastic scattering
does not alter the population of the image-potential state but destroys phase coherence [10]. In
principle the pure dephasing rate contains contributions from all states involved in the excitation
process: the photo-hole in the initial state 
∗

i , the intermediate states 
∗
n and the evanescent

final state 
∗
f , respectively [45]. For sufficient delay between pump and probe pulses only

intermediate and final states have to be considered. The problem is further reduced assuming
that dephasing is negligible in the final state [45]. Phase-breaking events in the intermediate
state result in a Lorentzian contribution F(e−
∗

n t) to the linewidth (right panel). The actual
measured contribution depends, however, on the shape of the probe pulse pb ∝ Eb(t). Likewise,
an extra damping of the evolving quantum beat pattern occurs due to dephasing of coherently
excited states (left panel). If only two states are involved the oscillations are damped with a
time constant of

Tosc = h̄(
n/2 + 
n+1/2 + 
∗
n + 
∗

n+1)
−1 (12)

whereas the overall signal decay is dominated by the population decay of the shorter-lived
state [7].

2.4. Experimental approach

The experimental setup for 2PPE spectroscopy can be divided into two parts:

(i) a laser system to generate femtosecond pump and probe pulses and
(ii) an ultrahigh-vacuum system equipped with a suitable photoelectron spectrometer.

The setup used in our laboratory is sketched in figure 7.

(i) Photon energies around the sample work function are necessary to populate or probe
unoccupied states close to Evac or EF , respectively. Ultraviolet light (UV, 3hν) is
generated by frequency tripling the output of a Ti:sapphire oscillator. The infrared
fundamental (IR, hν) is sufficient for the other excitation step. For the investigation
of different substrates or adsorbate layers tuning of the oscillator wavelength is desired.
For spectroscopy it is mandatory.
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Figure 7. Experimental setup for time-resolved 2PPE.

The homebuilt Ti:sapphire oscillator generates IR pulses with a central wavelength of
790 nm (hν = 1.57 eV) and a duration of 21 fs at a repetition rate of 86 MHz. The
average output power amounts to 540 mW. The pump laser is a diode-pumped solid-state
laser (Millenia, Spectra Physics) running at 4.2 W. The design of the oscillator is similar to
the one described in [64]. Prism pairs are used to compensate for second-order dispersion
in the cavity and after the output coupler. Tuning of the oscillator wavelength between
750 and 820 nm is realized by introducing a slit in the output arm of the cavity.
The main part (90%) of the IR beam is used for frequency tripling ( 3hν = 4.71 eV
at 790 nm). After second-harmonic generation (LBO, type I) the remaining IR pulse is
compressed by a prism pair and mixed with the visible (BBO, type I). Final compression
yields UV pulses of �45 fs length with the average power ranging between 3 and 12 mW
depending on the chosen wavelength.
To adjust the delay between pump and probe pulses the rest (10%) of the IR beam from
the oscillator passes a computer-controlled delay stage and is combined with the UV light.
For most time-resolved measurements a step width of 0.5 µm corresponding to a delay
time of 3.35 fs was used. A delay stage and tripler are mounted on a breadboard in a
compact setup avoiding long beam paths. Drifts between two subsequent time-resolved
spectra are usually below 1 fs.
IR and UV pulses are finally focused collinearly onto the sample. Spot position on the
sample is controlled via a magnified image on an IR-sensitive video camera. This allows us
to readjust the beam rather precisely when the sample is rotated with respect to the surface
normal or exchanged. The incidence angle α is either 45◦ or 80◦. Pulse compression also
accounts for the fused silica input windows. Polarization of beams is adjustable.
The IR pulses are characterized by interferometric autocorrelation and the wavelength
spectrum [62, 65, 66]. The 3hν pulse duration is determined via the cross-correlation as
described in section 2.3.1. While changing the fundamental wavelength is fairly simple,
it requires tuning phase matching and prism compressors in the tripler as well as the delay
between UV and IR pulses. To adjust the system to a new wavelength usually takes half
an hour.

(ii) The ultrahigh-vacuum chamber comprises the components for sample preparation and
characterization. A 125 mm hemispherical electron analyser equipped with five
channeltrons (EA 125, Omicron) is used for electron detection. The energy resolution
of the analyser, measured by the width of the low-energy cut-off, is typically set to 20 or
30 meV, which is achieved at pass energies of 1.5 or 2 eV, respectively. The kinetic energies
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of the excited electrons are typically around 1 eV. Therefore, a specially designed lens-
voltage table (low mag mode for ultraslow electrons, Omicron) and magnetic shielding as
well as field compensation by Helmholtz coils are used to achieve proper transmission of
the spectrometer. Spectra at normal emission are usually measured with a negative bias of
0.5–3 V on the sample. To study k‖-dependent observables the bias is reduced to 0–0.5 eV.
In this measurement mode transmission is reliable above 0.7 eV. The angular resolution
was determined by the k‖-dependence of the linewidth of the n = 1 image-potential state
on Cu(001) to ±1.5◦.

3. Image-potential states on clean metal surfaces

Image-potential states at metal surfaces were first predicted by Echenique and Pendry [27]
and later on verified by inverse photoemission [67, 68]. 2PPE spectroscopy resolved the
first three members of the Rydberg-like series [69, 70]. First time-resolved studies were
performed by Schoenlein and co-workers [71–73]. Further progress arose with the introduction
of Ti:sapphire-based laser systems [6, 74]. For reviews see [21, 22, 28, 75, 76].

3.1. Basic concept

Since the theory of image-potential states is well established [11, 21, 27, 77] we briefly
recapitulate a few basic aspects exemplified by Cu(001) and Cu(111). The surface and the
underlying bulk Brillouin zones are sketched in figure 8 together with the projected bulk band-
structure along 
M. Both surface orientations exhibit surface-projected bandgaps centred at

. Such sizeable gaps which support surface states occur indeed for all low-index noble-metal
surfaces [78]. An electron in front of the surface is trapped in the potential well generated by
the attractive image force and the bandgap. The surface plane is usually chosen to be at half
a lattice spacing beyond the last atomic layer [79] and a one-dimensional model potential is
used to calculate image-potential-state wavefunctions [21, 27, 77, 79–81]. As illustrated in
figure 9 the coulombic tail of the image potential

V = Evac − e2

4πε0

1

4z
, z > 0 (13)

supports a Rydberg-like series of states, labelled by the quantum number n, with energies

En − Evac = − m

32

(
e2

4πε0h̄

)2 1

(n + a)2
= −0.85 eV

(n + a)2
, n = 1, 2, . . . . (14)

The binding energy En is corrected by the so-called quantum defect a which depends on the
width of the bandgap and its position with respect to the reference level Evac [27]. A scattering
model, which accounts for phase shift of the wavefunction upon reflection at the surface barrier,
yields a = 0 − 0.5 from top to bottom of the bandgap [77].

On Cu(111) the n = 1 image-potential state is close to the top of the bandgap where bulk
states have s character. By matching the hydrogen-like solution in the image potential to the
bulk solution the wavefunction vanishes at z = 0 and we obtain a = 0. As depicted in figure 9
the probability density of the n = 1 image-potential state has a node at the surface plane and the
maximum is located ∼2.3 Å away from the surface [82]. For Cu(001) the Rydberg-like series
lies in the middle of the bandgap and the bulk penetration is reduced. In addition, the maximum
of the probability density is shifted further outside the surface to 3.8 Å [82]. Consequently,
the binding energy of the image-potential states is lowered [21] and E1 is best described by
a = 0.20. For higher image-potential states the mean distance of the electron shifts to larger dis-
tances z as ≈n2 and the wavefunction penetrates less into the bulk (probability density ≈n−3).
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Figure 8. SBZ and surface-projected bulk band structure of Cu(111) (left panel) and Cu(001) (right
panel). The sp gap of the projected bulk band structure (shaded areas) supports the Rydberg-like
series of unoccupied image-potential states n = 1, 2, . . .. The occupied Shockley surface state on
Cu(111) is labelled n = 0.

Figure 9. Left panel: bandgap for Cu(111) at k‖ = 0. The 1/4z image potential is indicated by
the dark grey curve. The solid curves display the probability density and energetic position for the
occupied Shockley surface state (n = 0) and the n = 1 image-potential state. n � 2 states are
already degenerate with the bulk continuum. Right panel: bandgap for Cu(001) at k‖ = 0. Solid
curves display the probability density for the n = 1 and 2 image-potential states. The centre of
gravity shifts to larger z-values with increasing quantum number n.
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Table 2. Binding energies En , effective masses m∗
n/m0, lifetimes τn , decay rates 
n = h̄/τn and

dephasing rates 
∗
n for image-potential states on Cu(001), Cu(111), Cu(119) and Cu(117). For

Cu(111) see also [29]. Work functions � and quantum defects a1 for n = 1 and a�2 for n � 2
image-potential states are listed. The error for energy values is ±10 meV; the error for effective
masses m∗

n/m0 is ±0.1.

n En (meV) m∗
n/m0 τn (fs) τn (fs)a,b 
n (meV) 
∗

n (meV)

Cu(001), � = 4.63 eV, a1 = 0.20, a�2 = 0.17

1 590 0.8 35 ± 6 30/38 19 ± 3 <5
2 180 0.9 120 ± 15 132/164 5.5 ± 0.7 <1
3 85 1.0 300 ± 20 367/480 2.2 ± 0.15 <1
4 50 — 630 1.045 <1
5 32 — 1200 0.55 <1

Cu(111), T = 300 K (T = 100 K), � = 4.93 eV, a = 0

1 840 (810) 1.3 18 ± 5 (23 ± 5) 17 36.5 ± 10 (29 ± 6) 20 ± 10 (5 ± 5)
2 220 — 14 ± 3 — 47 ± 10 —
3 95 — 40 ± 6 — 16.5 ± 2.5 —

Cu(119), � = 4.60 eV, a1 = 0.24, a�2 = 0.20

1 556 1.05 15 ± 5 44 ± 15 40 ± 5
2 176 1.15 39 ± 3 17 ± 1.5 <5
3 84 1.15 105 ± 15 7 ± 1 <2
4 48 — 200 ± 20 3.3 ± 0.4 <2
5 31 — 350 ± 40 1.9 ± 0.2 <2

Cu(117), � = 4.59 eV, a1 = 0.24, a�2 = 0.17

1 550 1.0 15 ± 5 44 ± 15 40 ± 5
2 171 1.0 39 ± 5 17 ± 2 <5
3 83 1.05 95 ± 15 6.3 ± 1.1 <2
4 48 — 190 ± 20 3.5 ± 0.4 <2
5 31 — 350 ± 40 1.88 ± 0.2 <2

a,b Calculated values from (a) [24] and (b) [82].

From the above model description it is obvious that electrons excited to image-potential
states can be viewed as being loosely bound in front of the metal surface. For most surfaces the
effective mass is close to the free electron mass, i.e. motion parallel to the surface is nearly un-
hindered (see table 2). The somewhat larger effective mass of the n = 1 image-potential state
on Cu(111) is attributed to band structure effects due to the energetic position of this state close
to the upper band edge1. The decoupling from bulk states leads to enlarged lifetimes and allows
us to access the dynamics of the electron in the intermediate state with femtosecond photo-
electron spectroscopy. This includes both inelastic and quasielastic scattering processes which
lead to decay of the intermediate-state population and quantum phase relaxation. In section 2.3
we have seen how these quantities can be extracted by energy- and time-resolved 2PPE spec-
troscopy. In the following these concepts are applied to the clean Cu(001) and Cu(111) surfaces.

3.2. Clean Cu(001) and Cu(111) surfaces

First experimental studies on the image-potential state were performed on Cu surfaces [67, 68].
Since then Cu(001) and Cu(111) have been investigated extensively (see [6, 10, 39, 69, 83–85]
and [74, 84, 86]). In the present study the Rydberg-like series of image-potential states on

1 The same value has been observed for n = 1 on Ag(111) with a comparable position of the image-potential state
in the bandgap [87].
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Figure 10. Decay rates for the image-potential states on Cu(001) (solid circles) and Cu(111) (solid
squares) as a function of quantum number n + a. Open circles display the pure dephasing rates on
Cu(001) (see also figure 7 in [10]).

Cu(001) serves as a well characterized and conceptually simple model system to investigate
electron dynamics at related metal surfaces. To give an overview, energies, effective masses,
decay and dephasing rates for Cu(001), Cu(111), Cu(119) and Cu(117) are summarized in
table 2. Values are gathered from [6, 10, 24, 39] and this work.

3.2.1. Decay rates. We solely consider decay rates at the band bottom of the image-
potential-state parabola and postpone a discussion on momentum dependence until section 4.4.
According to many-body theory the major inelastic decay mechanism at metal surfaces
is electron–hole pair excitation via screened Coulomb interaction [11]. A rough estimate
for the decay rate of image-potential states may be obtained by weighting the respective
decay rate of bulk electrons with the bulk penetration pbulk [21, 27, 87, 88]. Since pbulk

scales as n−3 for large quantum number [27] we expect the decay rate to scale according to

 = pbulk
bulk ∝ n−3
bulk . The decay rate of unoccupied bulk states 
bulk is shown to
increase linearly, i.e. moderately, with energy E for E � En ≈ EF + 5 eV [89–94]. Thus
for higher-image-potential states (n � 3), with negligibly small energy separation the decay
rate should simply scale ∝n−3. This qualitative argument has already been put forward by
Echenique and Pendry in their early theoretical study of image-potential states to ensure the
integrity of the Rydberg series [27]. An alternative illustration of the n−3-dependence of the
decay rate is obtained by calculating the period of the oscillatory motion of a classical electron
in the image potential [10]. Analogous to Kepler’s law the round-trip time in a 1/z-potential
is T 2 ∝ d3. Since the mean distance d is ∝n2, one obtains Tn = 2.43(n + a)3 fs [10]. Inelastic
scattering occurs predominantly at the surface. Consequently, the collision rate 1/Tn suggests
a decay rate ∝(n+a)−3. Moreover, within this simple model the variation of the decay rate with
n should not depend on details of the electronic or geometric structure of the surface [10, 63].

Image-potential states up to n = 6 on Cu(001) were first resolved in the quantum beat
experiments of Höfer et al [6]. In figure 10 the decay rates for Cu(001) (solid circles) are
depicted as a function of quantum number n + a. As indicated by the solid straight line the
estimate of the simple bulk penetration model 
n ∝ (n + a)−3 holds well for n � 3. For
n � 3 a weaker dependence ∝(n + a)−2 is observed (dashed line) [10, 39]. Calculated decay
rates for n � 3 on Cu(001) are listed in table 2 [24, 82]. As pointed out in [11] decay rates
for Cu(001) are estimated correctly within 30% by the bulk penetration. This is due to the
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Figure 11. (a) Time-resolved measurements for the n = 1, 2 and 3 image-potential states on
Cu(111) (open circles) measured at a photon energy of 1.61 eV. Solid circles and full curves
show the cross-correlation determined for the occupied Shockley surface state (n = 0) before
and after the respective time-resolved measurement. For n = 1 and 2 image-potential states the
lifetime is evaluated from the shift with respect to the cross-correlation trace, while for n = 3 the
exponential decay after the cross-correlation trace is used. (b) Energy-resolved spectra for Cu(111).
At sufficient pump–probe delay (50 fs) the n = 3 image-potential state is resolved.

fact that contributions of interface and vacuum to the decay rate nearly cancel each other.
Inelastic interband decay from n � 2 image-potential states to the respective lower bands
(|n + 1〉 → |n〉) is calculated to give a contribution of ≈10–15% of the total decay rate for
n = 2 and 3 states [82]. While the agreement of experiment and most advanced theory for the
n = 1 state is quite satisfying, calculated decay rates for n = 2 and 3 are still too low [82].

For Cu(111) the situation is somewhat more intricate. Since the energetic position of
the n = 1 image-potential state falls just below the upper edge of the bandgap at 
, states
with n � 2 are degenerate with bulk states [74, 75, 86]. Thus the bulk penetration increases
significantly for n � 2 and so does the decay rate. Time-resolved measurements for the first
three image-potential states on Cu(111) are depicted in figure 11. Decay rates listed in table 2
are evaluated from the shift of the maxima with respect to the cross-correlation trace. As shown
in figure 10 the decay rate increases from n = 1 to 2 but again parallels that for Cu(001) for
n = 2 and 3 (the offset between straight lines in figure 10 is identical).

The sizeable bulk penetration pbulk of the n = 1 state on Cu(111) (see figure 9) leads
to a significant overestimate of the decay rate at 421 meV [21]. The bulk penetration pbulk

is, however, compensated by the lack of decay channels near 
 (see figure 8) and decay into
unoccupied bulk states is predicted to yield a lifetime comparable to Cu(001) [95]. While
Cu(001) has only a surface resonance, the Shockley surface state on Cu(111) contributes
significantly to the decay rate of the image-potential states. Theory predicts that this additional
decay channel makes 40% of the n = 1 inverse lifetime on Cu(111) [24, 95].

3.2.2. Dephasing rates. Since inelastic and quasielastic scattering (decay and pure
dephasing) takes place at the surface one naively expects from the classical collision model the
branching ratio of both processes to be independent of the quantum number n. As discussed in
section 2.3.3 and [7] the concept of dephasing is most easily seen for higher-image-potential
states on Cu(001). The time-resolved measurements in figure 12 reveal oscillations with a
period of 117 and 230 fs corresponding to energy differences of coherently excited states
n = 3, 4 and 4, 5. While the overall signal decays with τ ≈ h̄/
3 the quantum interference
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Figure 12. Time-resolved 2PPE measurement of Cu(001). The analyser energy is tuned to the
energy of the n = 3 image-potential state. The average intensity and the quantum beats decay
with the time constants τ and Tosc , respectively (dashed curves). The long-dashed curve shows the
cross-correlation between probe and pump pulses and defines delay zero [10].

Figure 13. Measured (open symbols) and calculated (solid curves) linewidths of the n = 1 and
2 image-potential states on Cu(001) [43]. For the calculation Gaussian-shaped laser pulses were
used. The experimental uncertainties are within the symbol size. Fit parameters and results are
listed in table 3.

decays according to equation (12). This allows us to extract combined dephasing rates
∗
n+
∗

n+1.
The individual dephasing rates for n � 3 depicted in figure 10 have been estimated assuming
a (n + a)−3 dependence of 
∗

n .
Image-potential states n = 1 and 2 are not excited coherently since their energy separation

is larger than the bandwidth of the laser pulses. However, with the decay rate determined, the
pure dephasing rate 
∗

n can be extracted from energy-resolved spectra at large pump–probe
delay assuming Gaussian laser pulses (see section 2.3.2). A set of energy-resolved spectra for
Cu(001) was depicted in figure 3. As already discussed, the linewidth decreases with increasing
delay between pump and probe pulses. Since the signal to background ratio is excellent, data
analysis is straightforward even for spectra recorded at large delay. Experimentally determined
linewidths (FWHM) for n = 1 (open circles) and n = 2 (open squares) image-potential states
are gathered in figure 13.

With the model developed in section 2.3.2 linewidths are evaluated by numerical
calculations. The results are shown as solid lines in figure 13. For Cu(001) electrons are
excited from a continuum of initial states giving rise to resonant and off-resonant contributions.
As dephasing of initial bulk states is rapid, incoherent summation is appropriate. Spectra are
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Table 3. Fit parameters of the linewidth analysis in figure 13. Decay rate 
n and pulse bandwidth
�ω are independently determined by time-resolved 2PPE. Gaussian shape of pump and probe
pulses is assumed.


1 (meV)a 
2 (meV) �ωpump (meV) �ωprobe (meV) 
∗
1 (meV) 
∗

2 (meV)

Fit 18.3 5.1 49 29 2.0 0.1
Exp. 18 ± 3 5.5 ± 1 53 ± 3 25 ± 4 < 54 < 5

a From [39] and this work.

therefore calculated for many discrete initial states and then added up assuming a free-electron
density of states. The analyser resolution is accounted for by summation over final states
weighted with a Gaussian analyser function, respectively. In spite of the different decay rates
of the n = 1 and 2 states the linewidths for large pump–probe delay are almost identical. With
increasing negative delay, i.e. both pulses still overlap but the maximum of the probe pulse
arrives before the maximum of the pump pulse, the linewidth shows a linear increase which
is independent of the lifetime. As shown analytically in [43] this is a signature for Gaussian-
shaped excitation pulses. Hence for the numerical calculation (solid curves in figure 13)
Gaussian laser pulses are assumed. Table 3 compares experimental data with the results from
the simulation.

Widths of pump and probe pulses are estimated from autocorrelation and cross-correlation
measurements, respectively. Overall fit parameters and experimental values are in good
agreement and thus the obtained pure dephasing rates are reliable. As discussed in section 2.3.2
for a Gaussian probe pulse the dephasing rate 
∗ can be directly extracted from the linewidth
at large pump–probe delay. Note that the Lorentzian contribution of the dephasing rate to the
linewidth is 2
∗. Taking the analyser resolution (20 meV) and experimental bandwidth of
the probe pulse (53 meV) into account the contribution of 
∗

1 as well as 
∗
2 has to be small

(<5 meV).
A different situation is found for Cu(111) where the linewidth of the n = 1 image-potential

state depends noticeably on sample temperature [25]. This is attributed to electron–phonon
coupling. Its importance for Cu(111), but not for Cu(001), can be understood noticing the
different bulk penetration [25] (see figure 9). From a detailed investigation of the temperature
dependence Knoesel, Hotzel and Wolf derived a mass-enhancement parameter λ = 0.06 for
the n = 1 image-potential state [25] as compared to λ = 0.14 for the occupied Shockley
state [25, 57, 96]. Data for Cu(111) have been analysed assuming sech pulses as previously
described in [49]. While this affects the extracted absolute values of the dephasing rate, the
influence on λ is negligible. The latter correlates nicely with the respective wavefunction
overlap of the n = 1 and 0 states with the bulk continuum (40% versus 85%). Extrapolating
the mass-enhancement parameter for the significantly smaller penetration of the n = 1
image-potential state on Cu(001) (3%) yields λ = 0.005. Accordingly, for image-potential
states on Cu(001) phonon broadening of the linewidth is below experimental resolution
(
∗ = 2πλkB T < 1 meV at 300 K). This will likewise hold for adsorbate-covered Cu(001).

As just mentioned, for the clean Cu(001) surface phonon contributions to quasielastic
scattering are negligible. At this point there is thus no evidence that the microscopic origin
of inelastic and quasielastic scattering processes is related. Note that for n � 3 the (n + a)−3

dependence of the dephasing rate was a priori assumed. We expect that dephasing is a property
related to the very surface. Consequently, surface defects, such as steps and adatoms will
dominate quasielastic scattering rates. This and the relation between decay and dephasing of
image-potential states will be illustrated in the following sections.
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Figure 14. Hard sphere models of the bulk truncated Cu(117) and Cu(119) surfaces as projected
on the (110) plane (nearest neighbour distance d0 = 2.556 Å).

4. Stepped surfaces—Cu(119) and Cu(117)

This section addresses the effect of steps, defects inherent to any surface in nature, by studying
image-potential states on Cu(117) and Cu(119). As illustrated in figure 14 the stepped surfaces
consist of (001)-terraces with mean width of 7/2 and 9/2 atoms. Densely packed steps of
single-atom height run along the [ 110]-direction.

Prior to 2PPE we investigated the structure of Cu(117) by quantitative low-energy electron
diffraction (LEED) [97]. The analysis reveals that the corrugation of the bulk truncated
structure is essentially smoothed. The overall relaxation is considerable involving at least
the top seven layers. Comparison with a LEED study of Cu(115) [98] indicates that this
modification of the step shape is rather universal.

The morphology of stepped copper surfaces was characterized in detail by Giesen and co-
workers using scanning tunnelling microscopy (STM) [99, 100]. For Cu(117) the distribution
of steps is rather narrow and symmetrical about the mean terrace width. More than 50% of the
steps are separated by 3.5 atoms, while distances of 2.5 and 4.5 atoms each contribute about
20% [101, 102]. With increasing terrace width this distribution broadens [103, 104].

4.1. Work function

Decrease of the work function on rough metal surfaces is commonly understood in terms
of the Smoluchowski effect [105]. Smoothing of the electron density at steps and defects
lowers the electron kinetic energy. The resulting spill-out of the charge at the surface leads
to a perpendicular dipole moment which reduces the sample work function. The 2PPE setup
is optimized for detection of electrons with low kinetic energy and sample work functions
can be determined with high accuracy (±5 meV) from the low-energy cut-off. As listed in
table 2 the work function decreases with increasing step density. Applying the Helmholtz
equation [106] yields a dipole moment of −0.024 D (1 Debye = 0.208 eÅ) per Cu step-edge
atom. Similar small values have been observed for vicinal Cu(111) surfaces [107, 108] while
values reported for stepped Pt(111) and Au(111) surfaces are about a magnitude larger (−0.6
and −0.25 D) [106, 109].

The data on copper agree well with calculations for steps on jellium [110]. For metals
with d electrons like Pt, Au or Cu it was, however, argued that dipole moments will increase
due to d-charge relocation at the step edge [110]. This effect may be compensated by electron
attraction to the less well screened step-edge atoms as predicted ab initio for Al(111) [111].

In contrast to steps, single Cu adatoms on Cu(001) lead to a sizeable reduction of the
sample work function2. Even without a microscopic model we can conclude that charge
redistribution associated with steps on vicinal Cu(001) surfaces is noticeably weaker.

2 The initial slope in figure 26 yields a dipole moment of −0.28 D per adatom.
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Figure 15. Energy-resolved 2PPE spectra for Cu(001), Cu(119) and Cu(117) recorded for normal
emission. Relative intensity of n = 2 and 3 image-potential states is enhanced for spectra recorded
with sufficient pump–probe delay.

4.2. Energies, dispersion and effective masses

Figure 15 compares energy-resolved spectra for Cu(001), Cu(119) and Cu(117) at k‖ = 0.
Respective peak positions are gathered in table 2. Binding energies En for higher-image-
potential states are calculated from the quantum beat periods in figure 18. On all three surfaces
the series of image-potential states is best described introducing two quantum defects a1 > a�2.
Evaluating the work function via equation 14 agrees with the measured values within ±5 meV.
While binding energies on the stepped surfaces are related, we find a lowering of E1 by about
40 meV when compared to Cu(001). Variations for higher image-potential states are within
experimental error.

Surface corrugation can lead to electron confinement [112–114]. As known from the
‘particle-in-a-box’ problem, localization shifts the binding energy to lower values. Therefore a
sound discussion requires us to specify the influence of the lateral corrugation on the dispersion
En(k‖) [35]. Data for k‖ running perpendicular to the step edge are depicted in figure 16. On
the vicinal surfaces umklapp processes for n = 1 and 2 image-potential states occur in the SBZ.
While the n = 1 parabola extends in the second SBZ, back-folding of the bands to the first
SBZ is not resolved. The bottom of the image-potential-state bands is found at k‖ = 0, which
corresponds to emission along the macroscopic surface normal. The zone boundary deduced
from the dispersion (0.27 Å−1 for Cu(119) and 0.35 Å−1 for Cu(117)) coincides well with the
values expected from the ideal step separation π/ l. Superlattice effects for n = 1 have been
previously observed by Wang et al on a potassium-stabilized Cu(119) surface [115]. Parallel
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to the steps the dispersion was found to equal that of the flat Cu(001) surface [115]. The band
dispersion on Cu(119) is already well described by simple parabolas (for effective masses at the
band bottom see table 2). The larger SBZ and likely higher degree of order for Cu(117) allow
a more detailed analysis. Following [117] steps can be modelled by one-dimensional potential
barriers. Transmission through the step barriers at distances l is described by a complex
coefficient T = |T | exp(iϕ). This yields the dispersion relation for k‖ running normal to the
step edge [117]

E(k‖) = h̄2

2m∗l2
[arccos(|T | cos(k‖l)) − ϕ]2 − E0

n, (15)

where m∗ and E0
n correspond to the effective mass and binding energy at the band bottom of

the flat surface. T = 1 gives the free-electron parabola. For |T | < 1 the band bottom shifts to
lower binding energy and the effective mass increases close to the SBZ zone edge.

Applying equation (15) to describe the dispersion of the n = 1 image-potential state on
Cu(117) we obtain |T | = 0.96 ± 0.02, ϕ = −(0.027 ± 0.01)π and E0

1 = 550 ± 10 meV. The
agreement between data and fit (solid curve in figure 16, bottom panel) is quite convincing.
A simple parabolic fit does not allow us to equally well reproduce the dispersion. While
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the curvature at the band bottom is best described by m∗
1/m0 = 0.86 ± 0.03, we obtain

m∗
1/m0 = 1.04 ± 0.03 including higher k‖-values. This increase signals a finite mini-gap at

G‖/2. The above parameters result in a width of 135 meV3. For the n = 2 and 3 image-
potential states the accessible k‖-range is too small to apply a similar analysis and data are well
described by simple parabolas.

The step potential contributes only �5 meV to the shift of the n = 1 band bottom indicating
that the difference to the flat surface is not caused by lateral confinement4. So far we have
neglected any change of the surface-projected bulk band structure. As illustrated in figure 17
for Cu(119) the projection is obtained by sampling all states with k⊥ along the [119]-direction
for fixed k‖. Strictly elaborated this leads to the ‘reduced’-zone scheme with a substantially
downsized surface-projected bulk bandgap. The closing of the gap would result in an increased
overlap of the image-potential-state wavefunction with bulk states, i.e. a transition from surface
state towards surface resonance. Among other effects this should lead to increased dephasing
due to enhanced electron–phonon coupling which is, however, not observed (section 4.3).

An alternative approach emerges by unfolding the surface-projected bulk band structure
in contributions of individual bulk Brillouin zones. Such an ‘extended’-zone scheme can be
constructed by sampling states in the bulk Brillouin zone (000) along rods in the [119]-direction

3 Applying the step-intrinsic transmission coefficient T we expect for Cu(119) a mini-gap of ≈80 meV compatible
with the peak broadening observed at the SBZ zone edge.
4 For a discussion on the n = 0 surface state see also [114].
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Figure 18. Time-resolved 2PPE measurements for Cu(119) [47] and Cu(117).

connected by reciprocal lattice vectors of the lateral superlattice G‖ (figure 17(b)). Sampling
adjacent bulk Brillouin zones (e.g., (000) and (001)) corresponds to an umklapp process.
Neglecting higher-order scattering processes,as suggested by the reduced intensity of the back-
folded bands and the disorder of the step-induced superlattice, leads to a model including only
k‖-values within the first SBZ. In this case a sizeable bandgap appears at k‖ = 0. Compared
to Cu(001), the centre of the gap is at higher energies and according to the phase analysis
model [77, 87] this shift alters the image-potential-state binding energies. Applying the values
to figure 18 of [21] yields a reduction of 30 and 5 meV for E0

1 and E0
2 on Cu(119) in reasonable

agreement with the measured values (40 and 10 meV).
I conclude that the binding energy shift is due to a modification of the surface-projected

bulk band structure on the stepped surfaces and lateral confinement is insignificant [116].
Additional strong localization of the image-potential state at the step edge, as observed with
inverse photoemission [118], is not confirmed by 2PPE [35]. The image-potential states react
to the step potential in the way expected for Bloch states. The propagation is along the average
surface obeying the periodicity E(k‖) = E(k‖ + G‖). G‖ corresponds to a reciprocal lattice
vector of the respective superlattice. This symmetry confirms that k‖ is conserved with respect
to the average surface plane and indicates a coherent wavefunction of the image-potential state
extending over several terraces.

4.3. Population and phase relaxation

Time-resolved measurements for Cu(117) and Cu(119) at k‖ = 0 are depicted in figure 18. The
decay rate 
0

1 of the short-lived n = 1 image-potential state is seen as an offset to the cross-
correlation trace (dashed curve in figure 18). Decay rates of higher states are evaluated by the
exponential decay of the signal after the cross-correlation trace (
0

2) and within the framework
of multilevel optical Bloch equations (
0

n , n = 3, 4, 5). Results are gathered in table 2. The
overall larger decay rates on the stepped surfaces are attributed to the narrowing of the Cu(001)
gap near the X point when projected along the [119] and [117] directions, respectively. As
seen in figure 17 this leads to an increase of unoccupied bulk states serving as decay channels in
inelastic electron–electron scattering. In addition, interband decay |n + 1〉 → |n〉 is enhanced
on the stepped surfaces thereby enlarging decay rates for n � 2 (see section 4.5).

Decay of the quantum beat pattern is well described neglecting dephasing (
∗
34 = 
∗

45 �
2 meV). Dephasing rates for lower image-potential states are evaluated from energy-resolved
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Figure 19. Linewidths of the n = 1 (filled circles) and 2 (open circles) image-potential states on
Cu(001) [43], Cu(119) [116] and Cu(117) as a function of pump–probe delay.

spectra (figure 19). The linewidth of the n = 2 image-potential state exhibits nearly the same
dependence on pump–probe delay as the n = 1 state on Cu(001), i.e. 
∗

2 � 5 meV. In contrast
the n = 1 linewidth increases on both stepped surfaces. Following the analysis in section 2.3.2
yields a dephasing rate 
∗

1 of 40 ± 5 meV. Besides quasielastic scattering, linewidth broadening
may be caused by surface inhomogeneity. Comparison of the shifts obtained from the phase-
analysis model (30 meV) and the finite transmission |T | (�5 meV) with the experimental shift
(40 meV) yields an upper limit for inhomogeneous broadening of 10 meV. Thus the 80 meV
Lorentzian linewidth contribution of the n = 1 state is primarily a signature of quasi-elastic
scattering events (2
∗

1) and the modelling by Bloch equations is adequate. We note furthermore
that linewidths coincide at 100 and 300 K. This suggests that electron–phonon scattering is
insignificant and that the bulk penetration of the image-potential-state wavefunctions on the
vicinal surfaces is small, i.e. matches that on flat Cu(001). In other words dephasing is indeed
caused by the steps. Dephasing vanishes for perfect order [7]. Thus only surface imperfections,
i.e. the finite terrace width distribution, will provoke quasielastic scattering events [116].

Since dephasing for higher-image-potential states is negligible one may yet conclude that
the step dipole potential rapidly drops off in front of the surface and therefore influences only
electron scattering close to the surface (n = 1, see figure 9). However, umklapp processes are
observed for n = 2 and we will see in the following section that the dynamics of all image-
potential states is significantly altered in the presence of steps. So far we have only discussed
decay rates 
0

n at k‖ = 0, i.e. the band bottom. Now we consider the dynamics of electrons
with finite parallel momentum.

4.4. Momentum dependence of the dynamics

4.4.1. Intraband decay—k‖ dependence of lifetimes. The energy range of excited
intermediate states is determined by the photon energy of the pump pulse and the Fermi
level, respectively. At a fundamental photon energy of hν = 1.53 eV intermediate states up
to 3hν = 4.59 eV above EF , i.e. close to the vacuum level of the copper surfaces studied, are
accessible. Note that scattering between excited electrons is irrelevant for the dynamics, since
even if each photon of a single pulse excites an electron into the image-potential-state band
the density is still below 1011 cm−2.

The decay rate 
n at finite momentum (k‖ �= 0) is thus governed by the number of
unoccupied states which increase with parallel momentum. Kliewer et al [23] were the first
to demonstrate that besides decay into bulk states decay within the surface band opens a new,
very efficient decay channel. The overlap of wavefunctions of states belonging to the same
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band is sufficiently higher than the overlap with bulk states. Therefore intraband decay can
even dominate decay rates at k‖ �= 0. Recently Berthold et al observed a linear increase of the
decay rate with energy above the band bottom E0

n for the n = 1 and 2 image-potential states on
Cu(001) [119]. Many-body theory revealed that intraband scattering contributes about 50% to
the increase d
/dE .

This behaviour is illustrated in figure 20(a). For the n = 1 image-potential state on
Cu(001) the k‖-dependence of the decay rate is symmetric and roughly parabolic. We find
d
1/dE = 44 ± 10 meV eV−1 in excellent agreement with the value in [119].

Decay rates on Cu(119) are shown in figure 20(b). For the n = 2 image-potential state
the k‖-dependence of the decay rate is again symmetric. Since decay rates 
0

1 on Cu(001)
and 
0

2 on Cu(119) roughly coincide we expect similar curvatures ∝d
/dE . The somewhat
large value d
2/dE = 53 ± 20 meV eV−1 is attributed to an increase of bulk decay channels
on Cu(119) and may be rationalized by the surface-projected bulk band structure in figure 17.
Compared to Cu(001) the gap on Cu(119) is narrower. Consequently the number of bulk decay
channels increases more strongly with k‖ and so does the decay rate.

For the n = 1 image-potential state the dynamics are more intricate: electrons running
upstairs (k‖ > 0) live apparently longer than those running downstairs. This asymmetry and
in particular the decrease of the decay rate for positive momenta cannot be motivated within
the band-structure model. The symmetry E(k) = E(−k) rules that bulk and intraband decay
channels for electrons with momentum k‖ are identical to those with momentum −k‖. The k‖-
dependent decay rate thus points to an asymmetry in the scattering process at the step potential
and we will clarify its nature in the following section.

4.5. Interband decay

Figure 21(a) depicts sets of energy-resolved spectra for Cu(119) at the band bottom (ϑ = 0◦)
and for parallel momenta close to the SBZ edge (ϑ = 28◦, G‖/2 ≈ 0.27 Å−1). Each set
contains from top to bottom spectra measured at Td = 35, 70 and 100(125) fs pump–probe
delay, respectively.

The high-intensity peak in the spectra measured at Td = 35 fs is associated with the n = 1
image-potential state and we resolve the lower and upper branches (LB and UB) of the n = 1
band in the second SBZ5. Peak positions are shown as solid black circles in figure 21(b).

5 For ϑ > 36◦ emission from the UB is cut at the high-energy side, since the maximum kinetic energy is restricted
by the photon energy of the pump pulse 3hν.
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Figure 21. (a) Sets of energy-resolved spectra for Cu(119) and emission angles close to the
SBZ edge ϑ ≈ 28◦ [35]. Each set contains from top to bottom three spectra measured at
Td = 35, 70, 100 fs (125 fs for ϑ � 34◦). Intensity above Evac = 0 is close to zero in all
spectra. (b) Energy versus in-plane momentum dispersion curves E(k‖) for Cu(119). Solid circles
indicate peak positions taken from the spectra in (a) for the n = 1 image-potential state determined
at 30 fs delay and peaks B and C determined at 70 and 100 fs delay, respectively. The solid arrows
show interband-scattering paths (
21 and 
31) from the bottom of n = 2 and 3 image-potential-state
bands in the first SBZ to the upper branch of the n = 1 image-potential-state band in the second
SBZ.

Spectra change considerably for larger delay between pump and probe pulses. The LB
signal of the n = 1 image-potential state depends on direction. Emission intensity in the
first SBZ (26◦) persists significantly longer than in the second SBZ (ϑ � 36◦). Noting
E(k‖) = E(k‖ − G‖) this corroborates that electrons running upstairs live apparently longer
than those running downstairs.

Two new, obviously long-lived components marked B and C become visible for Td � 70 fs.
As seen from figure 21(b) (open circles), the position of peak B is independent of emission
angle while peak C exhibits a slight shift to lower binding energies. Peak B exhibits maximum
intensity for ϑ ≈ 32◦. With increasing angle and thus parallel momentum peak C gains weight
reaching its maximum at ϑ ≈ 36◦. The corresponding parallel momenta each coincide with
the parabola of the n = 1 band. Comparison to the spectrum recorded at ϑ = 0◦ reveals that
the binding energy of peaks B and C is about 40 meV smaller than at the bottom of the n = 2
and 3 image-potential-state bands. With increasing pump–probe delay the intensity of peak C
outweighs that of peak B.

The decay rates of B and C are obtained from time-resolved measurements following the
n = 1 upper branch in the second SBZ. Data are shown after background subtraction on a semi-
logarithmic scale in figure 22. Spectra from bottom to top correspond to decreasing binding
energy and thereby trace states with increasing momentum (k‖ running upstairs). Depending on
the binding energy the signal contains three components (I, II, III). Decay rates and percentages
depicted in figure 23 were evaluated by decomposing the spectra into exponential decaying
contributions starting at delay zero. For binding energies E > 300 meV we mainly observe a
fast-decaying component (I) in accordance with decay of the n = 1 image-potential state after
direct population of the upper branch by the pump pulse.

The decay rate 
II = 19 ± 3 meV of component II is only slightly larger than that of
the n = 2 image-potential state at k‖ = 0 (
2 = 17 ± 2.3 meV, dashed horizontal line).
The onset of component II can quite well be described by a Gaussian centred at an energy
E0

2 −80 meV with maximum contribution of about 80% and a width of 125 meV. This suggests
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that component II and thereby peak B stem from electrons originally excited to the n = 2 band
and subsequently scattered to the n = 1 image-potential-state parabola. The time-resolved
spectrum at a binding energy of 121 meV reveals that at k‖ = 0.34 Å−1 population decay in
the n = 1 band is almost entirely governed by 
II, i.e. the decay of the population in the n = 2
band. The excitation probabilities for image-potential states scale roughly as the decay rate.
This yields 
2/
1 ≈ 0.38 and suggests that interband decay (|2〉 → |1〉) is rather efficient.
At somewhat lower binding energies this scattering contribution levels off as seen from both
energy- and time-resolved spectra. Remember that the photon energy of the pump pulse is
4.59 eV which ensures excitation of states all the way up to Evac = 0. Furthermore, it seems
unlikely that interband decay from states above the band bottom becomes less probable. As
discussed already in the last section the image-potential-state band itself provides a rather
efficient decay channel for electrons excited to states with k‖ �= 0. Thus with increasing time
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after the pump pulse electrons will accumulate at the n = 2 band bottom and thus enhance the
contribution at energies close to E0

2 . In addition decay into bulk states increases with parallel
momentum. Close inspection of peak positions at 70 fs delay reveals that for emission angles
up to 34◦ the n = 1 signal is shifted to lower energies by 35 ± 10 meV as compared to spectra
recorded at 30 fs delay. This peak shift is again a signature of time-dependent redistribution
of electrons, i.e. intraband decay within the n = 1 image-potential-state band.

More noticeably, the peaklike shape of B implies that interband scattering |2〉 → |1〉 has to
be quasielastic, i.e. involves only negligible energy transfer. Naı̈vely we would expect peak B
at energy E2

0 , i.e. the bottom of the n = 2 band. The observed upward shift is attributed to finite
angular resolution. In first-order approximation such a broadening vanishes for ∇E(k‖) = 0.
This holds for k‖ = 0, i.e. at the band bottom. Due to interband scattering the population
of the n = 2 band is, however, probed at k‖ �= 0, where finite angular resolution leads to
an asymmetric broadening and a shift of the maximum above E0

2 . This likewise explains the
shape of curve II and the somewhat larger decay rate 
II. While interband scattering |2〉 → |1〉
will start at energy E0

2 , finite resolution broadens the onset, and shifts the maximum to higher
energies. Tracing thereby states at energies E > E0

2 adds decay rates 
 > 
2.
Following the above discussion, contribution III and thereby peak C is ascribed to interband

scattering from n = 3 and higher-image-potential states into the n = 1 band. The decrease of
the decay rate 
III with decreasing binding energy is attributed to successively sampling more
states of the Rydberg-like series via interband scattering when moving up the n = 1 band.
This contribution of higher-image-potential states is also revealed by the slight shift of peak
C to smaller binding energies with increasing k‖. For sufficiently high energies a quantum
beat pattern is seen in the time-resolved spectra (figure 22 top). The period of 115 ± 10 fs
corresponds to quantum beats between n = 3 and 4 states. The occurrence of quantum
beats can be readily understood by noticing that interband transitions between n = 1 and
higher-image-potential states will predominantly occur at the surface, where the n = 1 image-
potential state has its maximum probability density. Thus the oscillatory motion of the electron
perpendicular to the surface is probed, as in quantum beat experiments on Cu(001) [6], via
interband scattering occurring mainly at the surface.

I conclude that peaks B and C are caused by quasielastic scattering with large momentum
transfer, whereby electrons from states close to the bottom of the n = 2 band (peak B) and
higher-image-potential-state bands (peak C) in the first SBZ are scattered to the upper branch
of the n = 1 image-potential-state band in the second SBZ. The interband-scattering path is
schematically indicated by arrows (
21 and 
31) in figure 21(b). Such a scattering process has
recently been observed by Berthold et al in time-resolved measurements for clean Cu(001)
and likewise explained as resonant interband scattering between higher states and the n = 1
image-potential-state band [36]. The actual origin of the interband-scattering process on the
nominal flat surface remained however unclarified.

4.6. Asymmetry in interband decay—quasielastic scattering at steps

Time-resolved spectra of the n = 1 image-potential state for k‖ running upstairs (solid circles)
and downstairs (open circles) are compared in figure 24. This immediately reveals an enormous
asymmetry. At binding energies �180 meV we see component II mainly for k‖ running
upstairs. Scattering |2〉 → |1〉 in the downstairs direction contributes only 6% to the time-
resolved signal which has to be compared to the value of 70% derived for k‖ running upstairs.
In other words interband scattering is merely observed for positive momentum transfer. This
is the reason why interband-scattering paths to states with group velocity v < 0 have been
omitted in figure 21(b).
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Figure 24. Time-resolved 2PPE measurements of the n = 1 image-potential state on Cu(119) [35].
Spectra are recorded for k‖ running either upstairs (solid circles) or downstairs (open circles).

The significant asymmetry proves that interband scattering is indeed caused by the steps.
For a perfectly ordered surface and neglecting phonon contributions quasielastic scattering
will not occur (see also section 5.3). Thus the origin of interband scattering is attributed to
surface disorder, i.e. the finite terrace-width distribution and, less likely, also step roughness.
Typical momentum transfer in interband scattering on Cu(117) and Cu(119) is approximately
G‖/2, which corresponds in real space to the distance between every second step 2 · l. Thus I
expect 2 · l correlations to be essential for disorder-induced interband scattering on the vicinal
surfaces. STM experiments to question such correlations are under way. In addition the
asymmetry of the interband-scattering process proves that the detailed shape of the scattering
potential is of vital importance. Simply considering the dipole at the step edge (see figure 14)
is not sufficient. Parallel to the surface the electron would be accelerated in the downstairs
direction in contrast to the observations. Detailed modelling of the process asks obviously
for a self-consistent calculation of the image potential at the step. Even a phenomenological
description using Bloch equations needs as input the complete k‖-dependence of the interband-
scattering process. Since interband scattering is asymmetric the isotropic rate equation model
used in [36] is inappropriate.

The considerable asymmetry seen for Cu(119) is also observed for Cu(117). The
maximum percentage of interband scattering |2〉 → |1〉 for k‖ running upstairs is, however,
significantly smaller (≈25%). As seen from figure 16 for both vicinal surfaces momentum
transfer associated with interband scattering is comparable. Thus the different percentages
of interband decay may be explained by different terrace-width distributions on Cu(117) and
Cu(119), i.e. different degrees of order. In addition on Cu(117) the number of final states
available for interband scattering is smaller due to the wider mini-gap.

Since interband scattering between different states is sizeable, intraband scattering
(|− k‖〉 → |k‖〉) within the n = 1 band may be even more likely. In this case the direction
dependence in the scattering process leads to a redistribution of electrons on the image-
potential-state parabola. States with momentum running upstairs become populated at the
cost of states with momentum running downstairs. This explains the direction dependence of
the decay rate of the n = 1 image-potential state.
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5. The influence of adsorbates

For the Cu(001) surface an electron in an image-potential state is almost entirely located in
front of the surface. Already evident from the results on the stepped surfaces the dynamics is
strongly influenced by surface disorder. In this section I will review the influence of adsorbates
on decay and dephasing. First we consider small coverage, where adsorbates can be viewed
as single, uncorrelated defects. In the second part the relation between surface order and
dephasing is established.

Decay rates presented are solely measured at k‖ = 0. For the n = 1 image-potential state
the decay rate is evaluated with respect to the signal of the occupied surface state on Cu(111),
since the system used has a cross-correlation of 95 fs [10]. For this purpose both Cu samples are
mounted on a sample holder which allows us to heat the samples separately. All measurements
are performed at a sample temperature of 90 K. After deposition of Cu, the Cu(001) sample
was slightly annealed to 115 K to avoid further diffusion and achieve stable conditions during
the measurement [120]. Smoother films were prepared by step-wise annealing up to 400 K for
1 min.

5.1. Defect-induced decay

As an example for isolated defects let us look at the influence of small numbers of Cu adatoms
adsorbed at 90 K on Cu(001) [63]. At this temperature the mobility of Cu is very low and we
can assume an uncorrelated distribution of adatoms on the surface [121–124]. As shown in
figure 25(a) the decay rates for the n = 1, 2 and 3 image-potential states are found to increase
linearly with Cu coverage with the slope depending on the quantum number n (figure 6 in [47]).
The slope is referred to as change of decay rate (with coverage). A linear increase with adsorbate
coverage was also found for low coverage of CO molecules on Cu(001) [7, 47].

In figure 25(b) the change of decay rate with coverage d
n/d
 for the adsorbate systems
is compared to the decay rate found on the clean Cu(001) and the vicinal Cu(117) surfaces.
The different scales on the ordinates have been linked assuming a defect density of 0.48/3.5
(1/monolayer) for Cu(117) (≈48% of terraces do not exhibit a step separation of 3.5 atoms [99]).
The abscissa is used to order the results as a function of the quantum number n + a. Most
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notably, the change of decay rate with coverage is more than one order of magnitude larger
for Cu adatoms as compared to CO molecules. For the clean surface and n � 3 the decay rate
scales roughly as (n + a)−2 (dashed straight line). The change of decay rate for CO molecules
reproduces this trend. In contrast, for Cu adatoms the change of decay rate shows a trend as
the decay rate on Cu(117).

The change of decay rate with adsorbate coverage may be explained by (a) an increase of
inelastic decay channels and (b) an increase of disorder, which causes quasielastic scattering
with large momentum transfer.

(a) The linear increase of the decay rate with coverage can be linked to a linear increase
of additional decay channels introduced by the adsorbates [7]. For CO such additional
unoccupied states in the bandgap have been identified by inverse photoemission [125, 126]
and they might indeed serve as final states for inelastic decay. Change of decay rate for
CO/Cu(001) is well described by simply scaling the decay rates on Cu(001) by a common
factor.

(b) This suggests that interband scattering is not significantly enhanced upon CO adsorption.
In contrast, the change of decay rate for Cu adatoms on Cu(001) shows the trend observed
for the decay rate on Cu(117). For the vicinal surfaces interband scattering contributes
sizeably to decay of n � 2 image-potential states. It is therefore likely that interband
scattering is an important mechanism for decay of n � 2 image-potential states upon Cu
adsorption on Cu(001).

What causes the difference between CO molecules and Cu adatoms? I propose it is the
nature of the scattering potential, i.e. distinct strength and shape.

As seen from figure 26 for CO on Cu(001) the energy of the n = 1 image-potential state
decreases relative to EF for small coverage. In contrast an increase is observed for Cu on
Cu(001) (see figure 26) [10]. This suggests that electrons in the image potential experience an
attractive potential for CO molecules but a repulsive potential for Cu adatoms. As in the case
of steps a quantitative understanding of electron scattering certainly requires calculations.

Decay of electrons in the n = 1 image-potential state is not governed by interband
scattering. But refilling of state n = 1 at 
 from higher-image-potential states via interband
scattering and successive intraband decay can occur [36]. It seems not very likely that the large
change of decay rate of the n = 1 image-potential state upon Cu adsorption is solely governed
by inelastic decay into bulk and adsorbate-induced states. Since quasielastic scattering with
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large momentum transfer into bulk states can equally well reduce the population in the n = 1
image-potential state, I suggest this decay mechanism to be operative. Experiments to test
these assertions are under way.

5.2. Defect-induced dephasing

The enhancement of quasielastic scattering events with small momentum transfer by defects is
best illustrated for the higher-image-potentialstates n � 3. Here the information on both decay
and dephasing rates can be gained from coherent spectroscopy [6, 7, 10, 63]. As described in
section 2.3.3 the excitation of several image-potential states leads to a quantum beat pattern
superimposed on the exponential decay of the signal. When tuning the analyser to the n = 3
image-potential state on the clean Cu(001) surface we obtain the spectrum at the bottom of
figure 27. While the signal decays on a timescale of τ = 330 fs the amplitude of the oscillations
decays on a slightly smaller timescale of Tosc = 280 fs [7]. For this interference pattern to be
observed a fixed phase relation between the n = 3 and 4 image-potential-state wavefunctions
is essential. As already discussed the total dephasing time Tosc contains not only contributions
from inelastic decay 
 but also from quasielastic scattering processes 
∗. After the cross-
correlation trace (dashed line in figure 27) Tosc does involve only scattering of the electron in
the intermediate state and is given by equation (12) [7].

A few thousandths of a monolayer of Cu adatoms are sufficient to significantly decrease
both the decay time of the overall signal and the amplitude of the oscillations [63]. As shown in
the inset of figure 27 decay and dephasing rates increase proportionally. In the absence of pure
dephasing contributions (
∗ = 0) we would obtain the dashed line. This demonstrates that
pure dephasing and decay are of similar magnitude. As already shown in figure 5 (section 2.3.3)
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Figure 28. Series of energy-resolved 2PPE spectra as a function of CO exposure [7].

comparable pure dephasing rates are observed for CO molecules on Cu(001) [10]. In contrast
the decay rate of the population is nearly unaltered at this very low CO coverage (see inset of
figure 5).

For the n = 1 and 2 image-potential states quantum beat patterns are not observed, but
as discussed in section 2.3.2 the same information can be extracted from linewidth analysis.
It turns out that for sufficiently low coverage the dephasing rate increases again linearly with
coverage [10, 63]. Since there is no evidence for lateral localization of the electron in the
image-potential state and an uncorrelated distribution of adsorbed Cu atoms and CO molecules
is expected at low coverage, I neglect possible contributions from inhomogeneous broadening.
The linear dependence on adsorbate coverage allows us then to evaluate the change of dephasing
rate with coverage.

5.3. Regaining surface order

Besides illustrating different decay mechanisms induced by defects, the adsorbate systems
studied allow us to correlate surface order to dephasing and decay [7, 63]. In figure 28 a series
of energy-resolved spectra of the n = 1, 2 and 3 image-potential states is depicted. In contrast
to the linear increase at low coverage, the linewidth of the n = 1 image-potential state varies
non-monotonically for higher CO exposures. Minima of the linewidth are found at 0, 3.5 L
and saturation exposure. For these exposures ordered surface structures (1 × 1), c(2 × 2) and
c(7

√
2 × √

2)R45◦ are formed. In figure 29 decay rate and inverse linewidth are compared to
the width of superstructure spots observed in LEED.

We do not observe a correlation of decay rate with LEED spotwidth. In contrast, linewidth
and LEED spotwidth exhibit a similar coverage dependence. I again argue that the electron
in the image-potential state samples over a considerable surface area, so that inhomogeneous
broadening is small. Then the correlation between linewidth and spotwidth supports the picture
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where pure dephasing is caused by quasielastic scattering of the electron in the intermediate
state. For less-ordered overlayers the increase in spotwidth is caused by scattering events with
small momentum transfer. Small momentum change will likewise give rise to dephasing of an
electron in the image-potential state [7].

A somewhat different situation is found for Cu homoepitaxy [63]. As quasi-layer-by-
layer growth is observed already at low temperatures [127], surface order oscillates with Cu
coverage. As expected, upon completion of one monolayer the linewidth and decay rate of
the n = 1 image-potential state decreases. The comparable decrease of the decay rate and
dephasing rate upon completion of a monolayer for Cu on Cu(001) indicates that inelastic
decay via scattering involving large momentum transfer and quasielastic scattering with small
momentum transfer are related.

6. Comparison of decay and dephasing rates for steps and adsorbates

In the previous sections several examples for decay and dephasing of image-potential states
have been presented. As expected atoms, molecules and steps at the Cu(001) surface all affect
the dynamics of the electron in the image-potential state. The dependence on the distance
of the electron in front of the surface and on the overlap with continuum states is probed by
studying image-potential states with increasing quantum number n.

We can now seize the relative magnitude of quasielastic and inelastic scattering for the
different systems studied. In figure 30 the dependence on the quantum number (n + a) is
compiled for the stepped Cu(119) surface and the two adsorbate systems studied. Data for
Cu(117) are comparable to the results on Cu(119). The branching ratio is a term independent
of coverage or surface morphology. The individual contribution of the n = 3 image-potential
state was evaluated assuming an (n + a)−3 dependence of the dephasing rates for n = 3
and 4. While this introduces some arbitrariness it does not substantially alter the general trend
observed.
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Figure 30. Ratio of the change of decay rate over the change of dephasing rate upon adsorption of
Cu and CO on Cu(001) and for Cu(119) as a function of quantum number (n + a) [26].

Since all scattering processes take place at the surface one naively expects that the
branching ratio of inelastic and quasielastic scattering events is independent of n. While
this roughly holds for Cu/Cu(001) it is obviously not fulfilled for CO/Cu(001) and Cu(119).
For CO/Cu(001) the change of decay rate is ∝(n + a)−3 while the change of dephasing rate
decreases ∝(n + a)−1 [10]. The difference of the branching ratios by more than one order
of magnitude for the adsorbate systems is mainly due to the decay rate which is significantly
larger for Cu than for CO on Cu(001) (see figure 25). In contrast the change of dephasing rate
is similar for both adsorbate systems.

For the vicinal surfaces, dephasing of the n = 1 image-potential state is considerable
while dephasing of higher-image-potential states (n � 2) is negligible. For the latter states
interband scattering with large momentum transfer is dominant. Thus quasielastic scattering
leads to immediate decay of the population rather than scattering of the electron within the
image-potential state band itself (dephasing). For Cu on Cu(001) both processes have to be of
comparable strength. This implies that large momentum transfer is more likely for a surface
with steps as compared to a surface covered with individual adatoms. A reason may be that
correlations in the step lattice invoke reciprocal lattice vectors which provide large momenta
for quasielastic scattering processes.

Inelastic processes can be accounted for by an imaginary part of the potential, while the
real part of the potential will determine elastic scattering rates. In a study of surface-state
confinement in quantum corrals, Hörmandinger and Pendry have calculated transmission,
reflection and absorption of electrons by chains of adatoms on an albeit flat surface [128].
For a repulsive potential they find strong absorption, whereas for an attractive scattering
potential transmission and reflection, i.e., quasielastic scattering dominates. As mentioned, the
different energy shift of the n = 1 image-potential state upon Cu and CO adsorption suggests
a repulsive potential for Cu adatoms and an attractive potential for CO molecules and can at
least qualitatively explain the different branching ratios of decay and dephasing observed.

A final comment of caution is advisable. As we have seen dynamics is strongly influenced
by surface defects. Therefore absolute values of decay rates involve significant errors. In the
present experiments decay rates on Cu(001) were typically 10% larger than in the experiments
by Shumay et al [39], even though we used the very same sample and preparation recipes.
It is likely that sample quality deteriorated during the course of the experiments. Electron
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dynamics is an extremely sensitive probe of surface quality. It is even important to know how
steps are oriented on the nominal flat surface. Note that it is not always true that the smallest
decay rate corresponds to the best surface. Interband scattering caused by steps, i.e. defects,
leads to refilling of the n = 1 image-potential-state band. Subsequent intraband decay will
increase the population for k‖ = 0 and can seemingly lead to smaller intrinsic decay rates at
the band bottom [36].

7. Concluding remarks

I hope I have convinced the reader that loosely bound electrons in image-potential states are
a toy for femtosecond laser pulses. We can take part in the game by shaping the template on
which electron dynamics takes place using well established surface science techniques.

The key to understand inelastic and quasielastic scattering processes turns out to be the
momentum dependence of decay rates. On the stepped surfaces dynamics involves inter-
and intraband-scattering processes which redistribute excited electrons from higher-to lower-
image-potential states and within the image-potential-state band itself. On these surfaces
interband-scattering processes are strongly asymmetric and attributed to irregularities in the
step-induced superlattice. Steps are indeed a defect inherent to any surface in nature and I
suppose that steps likewise cause interband scattering on the nominal flat Cu(001) surface. This
lifts at least to some extent the discrepancy in decay rates found in experiment and calculated
in many-body theory. We find a close resemblance of change of decay rate upon adsorption of
CO with the decay rate on the flat Cu(001) surface. Data for Cu on Cu(001) show in contrast
the trend observed for the stepped Cu(119) or Cu(117) surfaces. This suggests that for CO
and Cu adsorbates different decay mechanisms are operative. I propose that for CO/Cu(001)
decay is dominated by unoccupied adsorbate-induced resonances while for Cu/Cu(001) decay
rates are in addition affected by interband-scattering processes.

It will be challenging to decorate steps with adsorbates and thereby modify the step
potential. Using somewhat more complex molecules should allow us to introduce and study
asymmetries in electron scattering. The extension to other materials will be a further necessary
step towards an understanding of electron dynamics at metal surfaces. Image-potential states
are certainly a curiosity, but an interesting one to study. Most of the concepts developed here
can be applied to other electronic states, relevant for photochemical reactions and hot carriers
in electronic devices.
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[61] Höfer U, Shumay I L, Reuß Ch, Thomann U and Fauster Th 1998 Proc. SPIE 3272 211
[62] Weida M J, Ogawa S, Nagano H and Petek H 2000 Appl. Phys. A 71 553
[63] Weinelt M, Reuß Ch, Kutschera M, Thomann U, Shumay I L, Fauster Th, Höfer U, Theilmann F and
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